
 

 

  
Abstract—The application of IEEE 1588 standard is becoming 

quite common in distribution of synchronization information in 
packet networks. Studies of synchronization accuracy that can be 
reached with PTP protocol, defined in IEEE 1588 are essential for 
application design, both in telecommunications and in sensors 
industry. This article presents a new strategy for simulation of 
distribution synchronization which is more scalable and where 
simulation time is better controlled. We propose a strategy to use this 
simulation technique in a FANET environment where the 
synchronization information exchange is impaired by nodes 
movement, besides traffic bottlenecks in the network. 
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Protocol; Computer Communication Network; Network Protocols; 
Mobile AdHoc Networks; Medium Access Control.  

I. INTRODUCTION 
IME synchronization for distributed elements is a common 
requirement for many types of applications [1], among 

which we can cite applications in sensor and 
telecommunication networks. The synchronization in wireless 
sensor networks is essential to facilitate the development of 
collaborative applications that perform various operations 
such as location, data aggregation, distributed sampling, etc. 
[2] To this end, several synchronization protocols for wireless 
sensor network applications have been studied, such as 
Reference-Broadcast Synchronization (RBS) [3], Timing-sync 
Protocol for Sensor Networks (TPSN) [4], Flooding Time 
Synchronization Protocol (FTSP) [5]. 

With the increasing use of asynchronous packet 
transmission networks in telecommunication and sensor 
applications, it emerged the interest about the possibility of 
information synchronization transmission through this type of 
network.  

Ethernet networks have been increasingly used in backhaul 
of telecommunications networks replacing TDM/SDH links. 
The rationale for this trend is the lower cost associated with 
the Ethernet standard that, in some instances, represents 1/6 of 
the amount for SDH links. However, SDH links can provide a 
clock signal of high precision adequate for base stations 
operation in cellular telephony and other applications [6]. 

Additionally, TDM networks provide a hierarchical system 
for synchronism signals generation where a more accurate 

 
 

clock that provides an adjustment of the signal for stations 
with less accurate clocks. 

On the other hand, the technology evolution in the last years 
in fields like embedded technology, size and capacity of 
processors and memories and in telecommunications among 
others, have allowed the quick Unmanned Aerial Vehicle 
(UAV) growth [7]. 

The UAVs normally are used in military missions, however 
civil applications have grown quickly in recent years [8]. In 
civil missions one can mention logistic applications, 
geographical information survey, hazardous land mapping, 
capture of meteorological data, agricultural mapping and 
disaster monitoring. In military applications one can mention 
its use for surveillance mission battlefield recognition, sensing 
troop positioning, critical infrastructure mapping such as 
nuclear power plant mapping. 

There has been an increase in the use of a composition of 
multiple UAVs to accomplish both civil and military missions 
because this type of composition allows the capture of data in 
parallel mode, reducing the mission time, increasing system 
availability - that is, the task can be completed even if there is 
a hardware failure - and increasing sensing capability because 
the UAVs may be fitted with different types of sensors. Figure 
1 show a possible composition of UAVs. 

 
 

Fig. 1 – UAVs Scalability Scenario [7] 

 
This type of UAVs’ composition requires the establishment 

of a data communication network capable of sending 
information to one or more UAVs, and a voice communication 
network capable of establishing communication between the 
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UAV pilot located in a Ground Control Station (GCS) and the 
Air Traffic Controller when the UAV is inserted within a 
controlled air space context. 

The communication network used for the command and 
control of UAVs is  essentially a Mobile Adhoc Network 
(MANET). However, due to the specific characteristics of 
mobile nodes, in this case of UAVs, such as speed, mobility, 
quality of service requirements, discovering of other nodes 
and the delivery capacity of the data captured, this network 
became known as Flying AdHoc Network (FANET) [9].  

There may be unexpected situations during the execution of 
a mission that can change the characteristics of UAVs’ 
composition: weather conditions, electromagnetic 
interferences, a UAV shot down, hardware failure and 
geographical relief can generate a loss of communication 
between GCS and UAVs. Therefore, the FANET must be able 
to allow a new composition to maintain the capacity of 
communication. 

To provide this capability, communication, routing and 
synchronism protocols used in other types of mobile 
applications need to be adapted and improved. 

For the interoperation between all nodes, in order to 
maintain the integrity of captured and sent information, the 
integrity of voice communication (where applicable), the 
correct aggregation of sensed information in cluster (many 
UAVs capture parts of information and then sent to the GCS 
which makes aggregation and consolidation of information) 
and the establishment of precise geographical location of the 
UAV  a highly accurate synchronization mechanism is 
required. This mechanism must be hierarchical and have the 
ability to adapt throughout the mission if necessary.  

The precision of a GPS receiver is not sufficient. The 
estimate of position error defined as the distance between real 
position and estimated one, vary from zero up to a few 
hundred meters depending on the GPS receiver manufacturer 
[10]. 

One possibility to achieve this synchronization is to use the 
PTP protocol- defined into IEEE 1588 standard - since the 
communication network has similar characteristics of a packet 
network. It is of interest that this mechanism will be simulated 
on a FANET environment in order to verify and validate its 
operation and precision. Figure 2 shows an UAVs 
communication. 

 
Fig. 2 – UAV’s communication – FANET 

A Primary Reference Clock (PRC) generates a clock signal 

with a precision level of 10-11 which amounts to an error of a 
second over 3172 years. Other levels have less intrinsic 
precision clocks, but this error is limited by a periodic 
comparison with PRC. The first two levels of synchronization 
hierarchy are generally implemented with a specific clock 
generation equipment containing oscillators of Cesium or 
Rubidium. Network equipment, like switches and routers, 
implement the third level. 

The exchange of clock signals between different nodes is 
implemented by coding the time information over the bit 
stream sent by the reference node. Ethernet synchronous [11] 
[12] uses the same method between neighbor nodes.  

In packet networks, reference clocks are still used, but the 
asynchronous characteristic of packet transmission requires a 
new distribution method because time information must be 
included in the packet fields. The standard known as IEEE 
1588 [13] addresses this need.  

IEEE 1588 standard uses discrete timestamps included in 
special time packets. The accuracy of this method depends on 
time packets frequency and delay uniformity. In packet 
networks queueing mechanisms introduces random delays and 
returning packets can travel by different routes. Owing to this 
synchronization accuracy is limited. 

Since application performance depends on time precision, it 
follows that to be able to foresee limits on synchronization 
accuracy is of tantamount importance. Nevertheless, few 
methods to do that were seen in the literature until now. 

The aim of this article is to propose to use a new simulation 
technique which is described in this paper and discuss how to 
adapt this simulation technique to study a FANET 
environment. Sections 2 and 3 present the concepts of 
synchronization and PTP protocol defined in Standard IEEE 
1588 and its application in a wireless mesh network, of which 
FANETs are a special case. Section 4 presents the model 
developed and the results obtained and also the FANET model 
to be used and lastly section 5 shows the conclusions of the 
work. 

II. PRECISE TIME SYNCHRONIZATION  
In general, two phenomena are said to be synchronized 

when they occur simultaneously. When one compare two 
clocks there can be a difference between them. This time 
difference can be of two kinds: 

a) the difference is constant between the two clocks. In that 
case, there is only a time or phase difference. For example, the 
clock A displays 15:00 while clock B displays 15:05 and, after 
a time interval t, the time on clocks A and B will be displayed 
as 15:00+t and 15:05+t, respectively.  

b) the difference varies along the time itself and there is a 
frequency difference. Thus, the time difference between 
clocks A and B changes along the time t. For example, at 
15:00 the difference between clocks is 2 time units, at 15:00+t  
the difference will be 3 time units, at 15:00+3t the difference 
will be 4 time units, and so on. This means that the rate of 
measuring time between the two clocks is different.  

When there is a rate difference between the two clocks, it is 
implicit that one of them is more precise than the other, and 
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therefore, the less precise clock must be synchronized 
considering the more precise as reference. Time differences 
above a certain level induce errors in sensors applications and 
increase the bit error rate in data transmission.  

Analytical methods to analyze delay have already been 
proposed in SDH networks. However such methods can not be 
applied in packet networks due to the difficulties in 
characterizing the traffic delay in this type of network. 

A. Simulink as a Time Measurement Tool 
This section presents some considerations on the use of 

Simulink for delay analysis and measuring time differences.  
The model represented in figure 3 shows two clocks 

implemented by pulse generators and counters. The number of 
pulses counted is a measure of time in each clock and the 
model calculates and shows the difference between the two 
clocks. 

If there is no frequency difference, but only time (or phase) 
difference between pulse generators (generator 1 generates a 
pulse in the instant 0.1 with period 1 and generator 2 generates 
a pulse in instant 0.3 with the same period), the value of the 
difference is always zero or one. 

If there is a frequency difference between the two clocks, 
the time difference increases with time. This difference can 
jeopardize application performance and, therefore, must be 
controlled. 

 
 

 
 

Fig. 3 - Model Comparing Pulses 
 
 
A clock composed of a variable frequency pulse generator 

is used to adjust frequency. Figure 4 shows a Simulink model 
with automatic frequency adjustment feature. 

 
 

 
 

Fig. 4 - Model with Automatic Frequency Adjustment 
 

Although there is a frequency difference between the two 
clocks, the time difference is limited. In order to make this 
useful in a network environment,  it is required that  the model  
represents the communication system between the stations. 

These ideas are represented in figure 5 which is the basis for 
our simulator design. 

 

 
 

Fig. 5 - High Level Simulator 
 

A precise network delay model depends on several factors 
and it is not easy to build. However, a worst-case analysis is 
enough for application validation.  

Network Time Protocol (NTP) [14] and IEEE 1588 
standards use messages and can transmit them between remote 
points of the network; however the transmission time between 
these points varies according to the traffic in the network at 
the time when this transmission occurs. 

The receiver can calculate message delay and clock offset 
using information exchanged through protocol messages. This 
process is explained on next section. 

B. Synchronization in a wireless mesh network 
A Wireless Mesh Network (WMN) involves direct 

communication between end stations, in many cases without 
involving a fixed station. 

In a WMN, after nodes are deployed they need to discover 
their neighbors. Knowledge of its neighbors is essential for 
almost all routing protocols, medium-access control protocols 
and several other topology-control algorithms [15].  

IEEE 802.11 defines a good model for such kind of 
environment. Nearby stations can set relationships and 
exchange data between them, but the relationships are 
dynamics. They can be set or release according with the local 
movement of the stations.  

Every station in a wireless mesh network can be the source, 
the destination or a forwarding element in the communication 
path. The interconnection between wireless mesh stations and 
the outside world is done by a “mesh AP”. 

In a typical scenario, the mesh AP receives precise clock 
information from an external source and distributes it inside 
the wireless domain. Stations inside the wireless domain can 
be UAVs  that demand synchronization information. 

The delay for information transmission is highly variable, 
because routes inside the wireless area are changing quickly. 
Besides that, the residence times are different between stations 
because one can be busier than the other can. 
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IEEE 1588v1 admits a symmetrical delay in both 
communications directions. This hypothesis can be reasonable 
in many kinds of wireline networks, but it is hardly acceptable 
for a wireless mesh network. In that case, the reverse 
communication direction is often different from opposite 
direction and delay differences can influence clock 
synchronization. 

Fortunately, IEEE 1588 v2 has adopt some mechanisms to 
cope with asymmetrical delays. They are called transparent 
clock. These mechanism was developed to deal with different 
queueing sizes in network switches, but the idea can be 
adapted for a mesh wireless network. 

In the next section we develop the simulation ideas for a 
delay symmetrical network and discuss an model evolution for 
an asymmetrical case. 

III. PACKET NETWORKS SYNCHRONIZATION  
The standard proposed by IEEE for the time 

synchronization in packet networks defines a two-way 
synchronism protocol. This denomination occurs because not 
only the master (equipment with the more precise clock) sends 
event packets to a slave (equipment with less precise clock), 
but also the slave sends event packets to the master. However, 
the synchronism flow is always established from the master to 
the slave. 

In 2008, IEEE 1588 v2 was defined to standardize the 
mechanism for the synchronization of clocks through a packet 
network. This synchronism is obtained through Precision 
Time Protocol (PTP) that is more precise than other protocols, 
as for instance NTP in addition to implementing tolerance to 
failures, message losses and receipt of out of order messages. 

The operation of this protocol is based on the knowledge of 
transmission and receipt times of each event packet generated 
by nodes. The master node observes the time t1, in which each 
event packet is transmitted, in its local clock, conventionally 
more precise. 

This value must be sent to the slave node in its own packet, 
or, if not at all possible, it must be sent in a subsequent packet. 
When the packet is received by the slave node, the instance of 
time t2 in which the packet arrived is observed. 

The difference between t2 and t1 can be calculated, 
originating a series with the differences in values. These 
differences are filtered and can be used to adjust the slave 
node clock.  

The process is complete with the slave node sending a 
message back to the master node. In this case the slave node 
measures and marks in the packet the instant of transmission 
of the message measured in its own clock and the master 
records the instant in which the packet is received. These 
instants in time are called t3 and t4, respectively. 

Figure 6 shows the exchange of synchronization messages 
between the master node and the slave node, established by 
PTP in the standard IEEE 1588. 

 

 
Fig. 6 - IEEE 1588 Synchronism Mechanism 

 
Once t1, t2, t3 and t4 times are known, one can establish the 

value of Offset and Delay which are obtained from the 
equations (1) and (2) as follows: 

 
t2 – t1 = Offset + Delay   (1) 

 
t4 – t3 = Delay - Offset   (2) 

 
Considering (t2 – t1) –  (t4 – t3)  the Offset value is obtained  

by equation (3): 
 

Offset = [(t2 - t1) – (t4 – t3)] / 2   (3) 
 
Considering (t2 – t1) +  (t4 – t3) one obtains the Delay value, 

given by equation (4): 
 

Delay = [(t2 - t1) + (t4 – t3)] / 2   (4) 
 
The main simplification of this model is to consider 

symmetrical delay is in both ways. However, in a real network 
this characteristic is improbable and the delay can vary from 
one moment to another due to the traffic in the network, 
topology alterations and other factors. This can generate 
imprecision in the times used for correction. This imprecision 
can be corrected if, in addition to the average delay, the delay 
value in one of the directions is also known. 

The main source of variable delay occurs inside the network 
equipment, such as switches and routers, as the residence 
delay of the messages depends on the queues in each 
transmission direction. The compensation of this effect can be 
obtained with equipment that measure this time in residence. 
IEEE 1588 standard specifies this equipment as transparent 
clock. 

Some simulations of IEEE 1588 try to represent the 
behavior of stations involved. Some results were reported 
using OMNET++ [16] simulator, but simulation time 
increases exponentially with the rates of network transmission. 

In this work we propose a new approach based in the 
representation of significant events of synchronization 
network. In fact slave clock synchronization accuracy depends 
on time message frequency and network delay value, but does 
not depends on the specific way this knowledge is obtained. 

This way our approach does not represent network data 
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traffic and can be useful even in high speed networks. Next 
section describes the simulator in bigger detail. 

A. Model extension for asymmetrical delay 
Figure 7 shows an example of transparent clock utilization 

to compensate for asymmetrical delays. We suppose there is 
an intermediate node between source and destination and the 
delays in each direction are different as shown. 

 

 
Fig 7 – Example of transparent clock with asymmetrical 

delays 
 
In figure 7, t1, t2, t3 and t4 are the same time events 

described before. We suppose the time source is the clock 
reference, and there is a offset difference both in the 
intermediate node and in the destination node (time sink). 

Message names are those defined by IEEE 1588 standard.  
According with the standard a correction information is 

included in some messages to account for the asymmetrical 
delay in the intermediate node. We call these corrections 
TXdelay in the forwarding direction and RXdelay in the reverse 
directions. 

The time sink can calculate the delay and the offset using 
the expressions: 

 
Delay = ((t2 – t1)+(t4 –t3)-TXdelay - RXdelay)/2  (5) 

 
Offset = t2 – t1 – TXdelay – Delay    (6) 

 
Using those expressions in the figure 5 example one can 

easily show that: 
 

Delay = 3; 
Offset = 20; 

 
As predicted. Note that with this technique Delay only 

include transit delay, which depends on physical propagation 
in the wireless medium, but does not include stations internal 
delays. 

The transparent clock behavior will be included in the 
Simulink model to represent a wireless mesh network. We 
discuss this inclusion later in section 4.3 of this paper.  

IV. SIMULATION  
The simulation model built depicts the relevant features of 

the IEEE 1588 standard and combines a realistic 
representation of clock adjustment mechanism plus a 

functional simulation of network behavior, in order to obtain 
acceptable duration simulations. Simulink [6] tool was used 
for the creation and development of above model. 

A. Model Description 
The simulation model built, as shown in Figure 8, is 

composed of 3 main components: Master, Network Delay and 
Slave. Each component has a specific function into the model 
operation and may contain one or more blocks. 

The Master component is composed of Master_CLK and 
Master_Message blocks. This component’s main function is 
the generation of the system reference clock from a pulse 
generator and  to simulate the reference clock (PRC) from 
which the entire system should be synchronized. 
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Fig. 8 – Model Block Diagram 

 
The Network Delay is composed of Message_to_Send, 

Delay_Simulation and Measuring_Delay blocks.  It’s not 
made any attempt to emulate the behavior of switches or 
communication channels. This component main function is to 
calculate the delay that the packet experiences during 
transmission and update this information to the Slave. This is 
done through Delay_Simulation and Measuring_Delay blocks 
that insert random delays simulating a packet network 
behavior. Message_to_Send, Delay_Simulation and 
Measuring_Delay blocks are shown in more details in Figure 
9. 
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Fig. 9 - Network Delay 
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Message_to_Send and Delay_Simulation blocks simulate 
the delay in a packet network. This is done via a pulse 
generator component with random intervals, using different 
probability distributions. 

The issue in this approach is that model’s time scale is 
given by a reference pulse generator and not by the simulation 
step. Consequently, the generated random value must be 
converted into a time interval in the range of the reference 
clock and not be used as a number of simulation steps. Figure 
10 shows the model used for timescales conversion. At the end 
of the random interval, a pulse is generated to load the 
package in the Slave. 
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Fig. 10 - Random generation of pulses in the time scale of 

the model 
 
The Slave component is composed of Slave_CLK, 

Slave_Message and Correction_Module blocks. This 
component main function is to keep Slave_Message block set 
from the reference clock generated by the Master. Figure 11 
displays the Correction_Module block. 
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Fig. 11 - Correction Module Block 

 
 

B. Model Operation 
Master_CLK and Slave_CLK blocks start their internal 

counter based on independent signals (oscillators). At the 
same time the random pulse generator is triggered.  

The Slave_CLK oscillator is adjusted in a frequency that is 
slightly lower than the frequency of the Master_CLK 
oscillator, in order to obtain a  difference between 
Master_CLK and Slave_CLK. 

The information generated in Master_CLK block is read 
periodically and inserted in Message_to_Send block queue at a 
rate of 100 Hz. This rate represents the operation rate defined 
in the IEEE 1588 standard that is up to 128 messages per 
second. 

The message inserted into Message_to_Send block queue is 
stored in its buffer until the time that a random pulse is 
generated. The generation of control pulses is shown in Figure 
7. The random pulse generates the remove signal from the 
queue of the block  Message_to_Send  causing the message 
(Timestamp_Message) stored in the queue to be sent to the 
Correction_Module block. The duration of this pulse is 
adjusted to allow a new measuring process to begin keeping 
the delay with desired probabilistic distribution.   

The random generated pulse also triggers a counter whose 
function is to measure the delay generated in the time scale of 
the model. This delay is the difference between the input and 
output of the message queue of the block Message_to_Send 
measured in pulses of the reference clock.  
When the message stored in Message_to_Send block is 
transmitted, the delay value is stored in the Latch_Delay  of 
Measuring_Delay block. 

As a result of algorithm, a Timestamp_Message  generated 
by Message_to_Send block and the Measured_Delay message  
generated by Measuring_Delay block are both sent to 
Correction_Module block. 

The Correction_Module block performs a sum of the 
amounts received through Timestamp_Message and 
Measured_Delay messages and then sum this result with the 
counter value Counter_1. This counter begins operation with a 
slightly different frequency from the frequency of 
Master_CLK, but this counter is reset whenever the 
Latch_Delay Measuring_Delay block provides the 
Measured_Delay message. With that it is possible to 
determine the correct value of Slave_CLK and thus correct it 
with the received values, thus obtaining the 
Slave_Corrected_Message. This message is compared with 
the value of Master_CLK and thus the correction established 
by the system is obtained. 

From this moment the slave increments its clock based on 
its local oscillator to the instant of time in which a new 
message containing the reference to the Master_CLK is 
received and the correction algorithm is executed again. 

The Correction_Module block is still composed of the 
Slave_Counter whose function is to allow comparison with 
Master_CLK only, thus enabling to make the reading of 
Master_CLK and Slave_CLK values without correction. 
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C. FANET Model 
The clock distribution model described in previous section 

is presently being extended to be useful in the study of 
FANET environments. 

In a FANET the clock distribution path are variable because 
neighborhood relationships are dynamically set according to 
spatial distribution of nodes. 

A UAV can be in a position where there is no viable route 
from it to the mesh gate, which receives clock information 
from the outside world and spreads it inside the FANET. The 
characteristics times of those communications blackout can be 
orders of magnitude larger than statistics of delay variation 
owing to traffic bottlenecks. 

Beside that it is necessary to complete the model with 
transparent clock behavior. Otherwise the wander of slave 
clocks will be uncontrollable. 

Figure 12 shows a high level block model of the FANET 
simulator. 

 
Fig. 12 -  FANET Model 

 
Only the forward path is shown in figure 13. As far as a 

symmetrical delay hypothesis is acceptable this is enough 
because the reverse correction will be the same as the forward 
correction. Nevertheless the model developed allows for two-
way transmissions. 

The correction random variable, Δ, cannot be represented 
by a continuous density probability function. In fact the model 
includes a bimodal distribution implemented as a Markov 
Modulated Poisson Process (figure 13). 

 

 
Fig.13 – Delay Estimation Model 

 
λ1 and λ2 are characteristics parameters of the time delay 

distribution in each state. In path not-available state there is no 
communication so λ2 = 0. 
µ1 and µ2  are related to residence time of each state. They 

depend on the size of FANET interest area, the number of 
UAV inside the area and the transmitter reach. This problem 
has been evaluated in a previous work [17]. 

The first step to obtain useful results from this model is to 
adjust the model to fit IEEE 1588 behavior. This will be done 
in the next section. Results generated by FANET model will 
be discussed in a future paper. 

 

D. Experiments and Measurements 
Uniform and exponential probability distributions were 

used to carry out the simulations for obtaining message 
transmission delays in the underlying network which enables 
the possibility to simulate a bottleneck during transmission 
over a packet network. 

The simulation from a uniform probability distribution aims 
to verify the behavior of the modeled system in an 
environment where the packet network has controlled traffic 
as, for example, a distributed sensor network system in a 
factory where it is possible to determine and / or control the 
timing of each transmission as well as the size of each 
message sent. 

The distribution parameters of the random generated 
number depend on the average delay that is intended to 
simulate and on the frequency generation of desired messages. 
The measuring  period is given by the product of the average 
delay (N) by the period  of generation of random numbers (T) 
that is: 

 
N.T = Measuring Period (7) 

 
The conducted simulations with uniform probability 

distribution adopted a measuring period of 0.01 and average 
delay of 50µs for a unit time simulation equal to 1uS, resulting 
in T = 0.0002. This ensures that no sampled value by the 
system is lost, i.e., is not stored in the Message_to_Send block 
queue. 

The simulation with an exponential probability distribution 
aims to study an uncontrolled environment where the delay 
that each packet suffers has no dependence on the previous 
delay and therefore cannot be controlled by the sender or 
receiver of the message. Parameters included are the average 
N = 0.1 and measuring period of 0.01 resulting in an operating 
frequency of 10 KHz. Thus the average generation of random 
numbers is lesser than the operational rate of the system, thus 
ensuring that all sampled values are inserted in the 
Message_to_Send Block queue. 

Figure 14 shows the difference between the master and 
slave clocks both without correction and with correction 
obtained in the simulations with uniform and exponential 
network delay probability distribution. As noted, the 
correction maintains the difference between the clocks, in both 
cases, limited. 
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Fig. 14 – Delay Correction – Master / Slave 

 
From obtained results, it is possible to calculate the 

Maximum Time Interval Error (MTIE) parameter. MTIE is 
defined as the maximum peak-to-peak delay variation of a 
given timing signal relative to the ideal signal in a given time 
interval (τ = nτ0) for all observed time within the measured 
time period [11] [18].The observation time is defined as τ = 
nτ0, being: 

τ0 = the time-error sampling interval; 
 τ = the integration time; 
 n = the number of sampling intervals within the 

integration time τ. 
 
Equation (8) shows the mathematical definition of the 

MTIE [7]. 
 

MTIE (T) =  max   [ max  xi    -    min xi  ]   n=1,2,.....,N-1;   (8)     
                          1 ≤ k ≤ N-n             k ≤ i ≤ k+n            k ≤ i≤ k+n                                                        
  
T = nτ0   

 
For MTIE parameter calculation it was considered τ0 = 5 

and n = {1,100}. Figure 15 graphically displays the results 
obtained for the uniform and exponential probability 
distribution used in the model. 

 

 
Fig. 15 - MTIE 

 

V. CONCLUSION 
The results of this study demonstrate the feasibility and 

practicality of the use of discrete-event simulation in the 
analysis of discrete-time synchronization distribution over 
packet networked systems. This is a vital step to combine the 
synchronization distribution model with the proposed FANET 
model. 

The presented quantitative results allow the conclusion that 
a synchronization system based on the transmission of 
timestamps in protocol packets and the slave clock adjustment 
in function of these timestamps can be used for 
synchronization of sensors networks. Such area is in the goals 
of the IEEE 1588 standard. 

This feasibility is maintained even if the network packet 
transit presents variable delays in the studied conditions.  

More than feasibility of an application, it was possible to 
analyze the system behavior in times of the order of an hour, 
which is feasible in this type of system. 

FANET environments   require higher precision levels that 
indeed the IEEE 1588v1 standard can reach. Authors’ 
intentions are to improve the simulation model developed to 
incorporate modules capable of measuring the differential 
delay of each communication direction and send this 
information by the messages exchanged between nodes. The 
influence of node movement and environment conditions is 
also being evaluated with a two stage Markov Chain where 
analytical results can be obtained for comparison.  

The results already obtained allows one to design simple 
FANET environments, but the use of discrete event simulation 
with embedded time – as proposed in this paper – can also 
yield results for more complex situations. 
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